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Abstract
In this paper , we study the Gegenbauer matrix polynomials . An
explicit representation , a three - term matrix recurrence relation and or -
thogonality property for the Gegenbauer matrix polynomials are given .
These polynomials appear as finite series solutions of second - order ma -
trix differential equations .
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Resumen
En este art ¢ culo se estudian los polinomios matriciales de Gegen -
bauer . Se da una representaci 6 n expl 7 cita , una relaci ¢ n de recurrencia
matricial de tres t € rminos y una propiedad de ortogonalidad para los
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1  Introduction
It is well known that special matrix functions appear in the study in sta - t ist ics ,
theoretical physics , groups representation theory and number theory [1,2,8, 1
5,21]. Orthogonal matrix polynomials have been considered in the book on
matrix polynomials by Gohberg , Lancaster and Rodman [ 7 ] and in the survey
on orthogonal matrix polynomials by Rodman [ 1 7 | and see more papers [4, 5 ,
6,19, 20] and the references therein . During the last two decades the classical
orthogonal polynomials have been extended to the orthogonal matrix polynomials
see for instance [ 1 2,1 3] . Hermite and Laguerre matrix polynomials was
introduced and studied in [ 9, 1 0 ] and an accurate approxi - mation of certain
differential systems in terms of Hermite matrix polynomi - als was computed in |
3]. Furthermore , a connection between Laguerre and
Hermite matrix polynomials was established in [ 1 2] .  Recently , the general
- ized Hermite matrix polynomials have been introduced and studied in [ 1 8 ] .
J 6 dar and Cort é s introduced and studied the hypergeometric matrix function
F (A, B; C;z ) and the hypergeometric matrix differential equation in [ 1 1 ]
and the the explicit closed form general solution of it has been given in [ 14 | .
The primary goal of this paper is to consider a new system of matrix poly -
nomials , namely the Gegenbauer matrix polynomials . The structure of this
paper is the following . In section 2 a definition of Gegenbauer matrix poly -
nomials is given .  Some differential recurrence relations , in particular Gegen -
bauer ’ s matrix differential equation are established in section 3 . Moreover ,
hypergeometric matrix representations of these polynomials will be given in sec-
tion 4 . Finally in section 5 we obtain the orthogonality property of Gegen -
bauer matrix polynomials .

Throughout this study , consider the complex space CV*¥ of all square
complex matrices of common order N . We say that a matrix A in CV*V is a
positive stable if Re (A) > 0 for all A € 0( A ) where o( A ) is the set of all
eigenvalues of A . If Ag, Ay, - -, A, are elements of CV*¥ and A,, # 0, then we
call

P(z) = Apz™ + Ap_ 12" Y+ 4 Ajz + Ay,
a matrix polynomial of degree n in z
If P 4+ nl is invertible for every integer n > 0, then from [ 1 1] it follows
that
(P)p,=P(P+DH(P+2I)..(P+(n—1I); n>1; (P)0=1I. (1)

From ( 1), it is easy to find that

(P)p_k = (=1)*(P)p[I-P—nDk]™ 0<k<n. (2)
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Gegenbauer Matrix Polynomials 1 3 From the relation (3 )of [16, pp. 58
| , one obtains

(V80 = (—n)nfT = (—nD)nf; 0<k <n. (3)

The hypergeometric matrix function F' (A, B; C; z ) has been given in the
form[11, p.210]
F (A , B Oz ) = ano 171!(A)H(B)n[(c)n]_1zn’ (4)
for matrices A , B and C in CN*¥ guch that C + nl is invertible for all
integer

n > Oandfor | z |< 1.

For any matrix P in CNV*¥ we will exploit the following relation due to [ 1 1
, p-213]
1—2)"" = > 1(P)pa", |z|<L (5)
n>0

It has been seen by Defez and J 6 dar [ 3] that , for matrices A (k, n )
and B (k, n ) in CN*¥ where n > 0,k > 0, the following relations are satisfied

00 o0 oo [n/2]

SN A(kn) =" A(k,n — 2k), (6)

n=0k=0 n=0k=0

and

xn 0 X n

> > B(k,n) =YY B(k,n—k). (7)

n=0k=0 n=0k=0
Similarly , we can write
oo [n/2] oo o0
S M A(k,n )=>> A(k,n+2k), (8)
n=0k=0 n=0k=0

00 n oo [n/2]

22 B (k,n )= Bkn-k), (9



n=0k=0 n=0k=0

2B (k,n )= Bkn+k), (10)

n=0k=0 n=0k=0
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14 K.A.M.Sayyed, M .S . Metwally , R .S . Batahan If A is a positive
stable matrix in CV*¥ | then the n** Hermite matrix
polynomials was defined by [10, pp. 14]

k=0

Hy(w, A) =nl Y k(G V% (2247728 n>o0. (11)
[n/2]

The expansion of ™I in a series of Hermite matrix polynomials has been given
in[3, pp. 14]in the form

k=0
I = (\/QA)_" Z kl(n™ 2k) H, _op(z, A); —o00 < < o0. (12)
[n/2]
2  Gegenbauer matrix polynomials

Let A be a positive stable matrix in C¥*¥, We define the Gegenbauer matrix
polynomials by means of the relation :

00
F=(1-2xt—)"*=Y Clx) (13)
n=20
By using (5 ) and (9 ) , we have
n=0 k=0
(1—22t -3 A= 5"(~ ”n G (a2, (14)
> [n/2]

By equating the coefficients of t* in (13) and (14), we obtainan
explicit representation of the Gegenbauer matrix polynomials in the form :

k=0
k(A)n—k ne
Clw) = D (k) W)k, (15)
[n/2]

Clearly ,C4(x) is a matrix polynomial of degree n in z . Replacing z by - z
and t by -t in (13), the left side does not exchange . Therefore
Cil(—z) = (=1)"Cy (). (16)

For x = 1 we have

Q-4 =" crayer
n=20
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Gegenbauer Matrix Polynomials 15 So that by ( 5 ) it follows

Ca(1) = (2. (17)

For x = 0 it follows

1+ =>"con

n=20
Also , by ( 5 ) one gets
n=0
1+t2 Z n(A)n!t2n.
Therefore , we have
C3,(0) = (=13, 0F,14(0) = 0. (18)

The explicit representation ( 1 5 ) gives

Cilx) = 2 + I

n—2:

where [], _, is a matrix polynomial of degree (n —2) in z.  Consequently , if
D = dx?, then it follows that

D"C/Mx) = 2™(A),,.
3 Differential recurrence relations
By differentiating ( 1 3 ) with respect to z and ¢ yields respectively
O . =1 —2xt" —t?2AF. (19)

and

OF, = 1( 2 — at') 122AF. (20)
So that the matrix function F satisfies the partial matrix differential equation :

(x — )05, — 95 = 0.
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16 K.A.M.Sayyed,M.S . Metwally , R .S . Batahan Therefore by ( 1 3
) we get

00 00 00
Z.IDC;? (x)t" — Z nCH(x)t" = Z DCA | (x)t",
n=0 n=0 n=1

wheregince D =, = 0 and for n > 1, then we obtain the differential recur-
rence
relation :
mDC’;?(x) - nC’f(x) = DC’;?_l(x). (21)

From (19 ) and ( 20 ) with the aid of ( 1 3') we get respectively the following

n=1
1= 21, — t22A(1 — 20t — £2)4 = Y " DCH ()", (22)
oo
and
n=1
lo~t  —t*2A(1 — 2t — U Z nC;?(x)t”fl. (23)

Note that 1 — 2 — 2t(x —t) = 1 — 22t — t2. Thus by multiplying ( 22 ) by (1 —t?)
and ( 23 ) by 2t and subtracting ( 23 ) from ( 22 ) we obtain
2(A+ nI)CiH(x) = DC, (x) — DC, (). (24)

From (2 1) and ( 24 ) , one gets

DO (z) = DO (v) — (2A + nI)Ci (). (25)
Substituting (n — 1) for n in ( 25 ) and putting the resulting expression for

DC# | (z)into(21), gives
(2% = 1)DCA(2) = neC(z) — 2A + (n — 1)I)C2 | (x). (26)

Now , by multiplying ( 2 1) by (22 — 1) and substituting for (22 — 1)DCA(z)
and (22 — 1)DC# | (z) from ( 26 ) to obtain the three terms recurrence relation
in the form

nCA(x) = (24 +2(n — 1)NzCA | (z) — (2A+ (n — 2)I)C4 4(z). (27)

Write (22 ) in the form :



oo

2A(1 — 22t — )~ =N " DO (@)t
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Gegenbauer Matrix Polynomials 1 7 By applying ( 1 3 ) it follows

o0
2A(1 — 2at — ¢7)"ATD =N oA (2)t". (29)
n=20

Identification of the coefficients of ¢” in ( 28 ) and ( 29 ) yields

DC2,(2) = 2404 (),

n

which gives

DCMz) = 2ACH (z). (30)

Tteration ( 30 ) yields , for 0 < r <n,

D"Cl(x) = 27(A), ClA T (). (31)
The first few Gegenbauer matrix polynomials are listed here ,
Co (@) =1,
C{z) = 24z,
Ci(z) = 2(A)2" — A,
CA(z) = 45(A)37 — 2(A)2°

)

and

C(z) = 32(A)4*" —2(A4)3% +2'(A)2.

We conclude this section introducing the Gegenbauer ’ s matrix differential equa-
tion as follows :
In (25 ), replace n by (n — 1) and differentiate with respect to « to find

eD?*CA | (z) = D?°CA(z) — (244 nI)DCA | (). (32)

Also , by differentiating ( 2 1 ) with respect to = we have

xD2CA | (x) — (n —1)DCi (x) = D*CA | (). (33)
From (2 1) and ( 33 ) by putting DC' | (x) and D?CA_,(z) into ( 32 ) and re

n—1
- arrangement terms we obtain the Gegenbauer ’ s matrix differential equation in

the form :

(1 —2*)D?C2(z) — (2A+ DNaDC(z) + n(2A+nI)C(x) =0.  (34)
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18 K.A.M.Sayyed, M .S . Metwally , R .S . Batahan 4 Hyper-
geometric matrix representations of C/(z)
From ( 1) it is easy to find that

[(A)2n] 7" = 272" [((A + 1))n] T [GA)R] T, (35)

and

(A + k= (A)n(A+nl)k (36)
Note that
(1—2at —2)4 = [1 = 2(1"_ = y19)] 74 (1 — 1) %A,

Therefore , by using and ( 5 ) and ( 36 ) we have

n=0 2k (
Z Cf(l‘)tn Z k 1(1 t)2k1) (1 - t)_2A

S
k=0
Z (2A+2k1)2ktk(l‘kjl _ 1)

= ZZ AV=OK(2A + 2K, 28 (k1) Rt HE

ZZ AYE=OK[(A)2K] 71 (A),, + 2628 (ky, 1),

which by inserting ( 35 ) and applying ( 7 ) with the help of ( 3 ) yields

n=0 n=0 k=0
ST ettt =3 @0 S (—aD)k(2f + nl)K[(A + 2D TC _apykn,
oo oo n

Thus , the hypergeometric matrix representation follows by equating the coef -
ficients of t" in the form

CiHz) = (29" F(—nl,2A + nl; A+ 251 — 2z, (37)

On applying (1 6 ) , one gets

Cit(x) = (=1)"(2)" F(—nI,2A + nl; A+ 2'5°1 + 2z, (38)
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Gegenbauer Matrix Polynomials 1 9 It is evident that
(n1_2k) = (—nl)2k; 0<2k <n.
By using ( 2 ) and taking into account that
(—nI)2k = 272 (—n2D)k(—(n — 21)1)k,

the explicit representation ( 1 5 ) becomes

k=0
Cil(a) = 22" 1(A) S (5D "I — A= nD)k) T (),
[n/2]

which gives another hypergeometric matrix representation in the form :

CAx) = 2ux)"(A)n F(—n2I,1 —2n;. 1 — A —nl;1,2). (39)
Now , we can write

(1—2at — 1)~ = [1 = 2({"2 —2t1))]74(1 — zt) 4.
Therefore , by using ( 5 ) and ( 6 ) we find that

k=0 k=0
S char = S (A s et (1w
n=0 k=0 P
= Y N (k@A + 2k, (2 =)
k=0 s gk
_ Z(A)Z:OOO Z [(A + olk-1 (:52 I;k!() v :2k2k)!tn'
(/2]

By identification of the coefficients of t", another form for the Gegenbauer matrix
polynomials follows

k=0
-1, 2 k. n_ o
Cil(z) = (A D [(A+2 D87 (G 1) 2" 2. (40)
[n/2]
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110 K.A .M. Sayyed , M .S . Metwally , R . S . Batahan Moreover , by
exploiting ( 40 ) and using ( 8 ) in the sum

n=0

=0
>lA an. Zk1 [(A+2 D6 k.

oo

By identification of the coefficients of ¢", we obtain a generating relation for the
Gegenbauer matrix polynomials in the form :

n=0
exp(at)0”1(— A+ 21 1) = ST(A)] IOl @) (41)
5 Orthogonality of Gegenbauer matrix polynomials
Here , we will obtain the most interesting property of the Gegenbauer matrix
polynomials , namely the orthogonality of this system of polynomials . Let A

be a positive st able matrix in CV* such that
A + kI is invertible for every integer k£ > 0. (42) By multiplying ( 34 ) by
(1 —22)472 we get
D[(1—a*)* 20 (o)) +n(1 — )20, +nl)C; (x) = 0. (43)

Similarly , when CA4 (z) satisfies ( 34 ) it follows

D[(1—a®)* "2 5 @) +m(l —a®)*72(5, + mI)Ci(z) =0.  (44)

By multiplying the equation ( 43 ) by C4(x) and the equation ( 44 ) by C(x)
and subtracting gives

D[(1 - 2" 25, (2)]Cip(z) — D[(1 — 2)** 2 5e, ()]0 (@) +
w1~ A2l + )C A @A)
m(l—mz)A_Q%I + mI)CA (z)CA(x)

0. (45)

Since the multiplication of the matrix in (A), is commutative for every integer
n >0, then CA(x)C(x) = CA(x)CA(x). We can write

D[(1 = 2*)"* 21, ('2)DC;l(x) — DOy ()03 (x)}]
= (1-2*)**2p, ({2)DCl(2) + DI(1 - ®) 2, (') O (@)~
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Gegenbauer Matrix Polynomials 111
(1 —a2*)** 2, (o) DO () + D[(1 - 2*)**2' e, (2)]C; ().
Thus , the equation ( 45 ) becomes
(n—m){A+mn+m)I}(1 - wQ)A*Q&fx)C;?L(x) =
D[(1 —2*)**2{¢, A(2)DC (x) — DOy (2)Cil (2)}].

Actually , m and n are non - negative integer and A is a positive stable matrix
, hence A + (m + n)I # 0. Therefore , it follows

N0 =272y ) Ol (@)de =0, m £ . (46)

That is , for A is a positive stable matrix in CV*V_ the Gegenbauer matrix
polynomials form an orthogonal set over the interval (- 1, 1) with respect to
the weight function (1 — z2)4—2

One immediate consequence of ( 46 ) is

—1@ )42 Aa)dz =0; m#0.

Now , by multiplying ( 27 ) by (1 — a:z)A_Qlc{LA(x)dx and integrating between
- 1 and 1 and taking into account ( 46 ) we get

—10 xQ)A_Q[lén{‘x)]Qdac = (47)
2,(A+ (n—1)I) =" 12(1 — 2®)* 24 A(2)Ci (z)da.
Again , by replacing n by n — 1 in ( 27 ) and multiply by (1 — xQ)A*Z}/{Lﬁ‘l(z)da:

and integrating between - 1 and 1 and taking into account ( 46 ) to obtain

2(A+nl) ' 12(1 - xz)A*Q};{mfl(m)Cf(m’)dw = (48)
24+ (n—1I) =" 10 —2?)A 2l A @) da.

Thus , from (47 ) and ( 48 ) we get

_1q0_ 2 A2l A@)Pde = 1,(A+nl) " (A + (n— 1)I) (49)
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112 K.A .M. Sayyed , M .S . Metwally , R . S . Batahan

4+ (n—1)1) 10 =) 72 A, (2)d.
By substituting for n the values n — 1,n —2,---,1 in ( 49 ) it follows
—1t =721, A(a)*de =
Lua(A +nl) " AQ2A4), —1 10 = 22)A~2l] 4a)dx.

Note that , for A is a positive stable matrix in CV*¥ satisfies ( 42 ) it follows

10 g2y Aol = rT (A 2! DT A ),
Therefore , we obtain
—11 =)Aol Aa)Pde = 1 (A + n) T AQRA) /T
F(A+ 21[)1‘71(.4 +I),

which can be be written with 46 in the form

—1a xQ)A_Qé{fm)Cé(m)dx = Lu(A+nI)"tAQRA), /7 (50)
T(A 420714 £ 1),
where d0,,,, is Kronecker ’ s delta symbol .
Finally , we will expand the Gegenbauer matrix polynomials in series of Her-

mite matrix polynomials . By employing (15), (8) and (12) and
taking into account that each matrix commutes with it self , one gets

n=0 k=0 s=0

Z 2_n \/QAnCA Z Z Z 1) (A?k! nT—H_st)I n—QS(ma A)tn+2ka

o0 0 [n/2]

which on applying ( 8 ) becomes

n=0 k=0 s=0

Z 2" \/QAHCA Z Z Z s'k‘nT‘L+k+2SHn(‘rv A)tn+2k+2s'

oo o0 o0
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Gegenbauer Matrix Polynomials 11 3 By using ( 7 ) one gets

n=0 k=0 s=0

=0
nz: (\/zAnCA ZZZ 1)k S,é)'b+k+s );mHn(x,A)t”+2k.

Since (A)p, +k+s=(A+ (n+k)I)s(A), + k, then by using ( 3 ) it follows
n=0 k=0 .
Z 27" (247 C2 (x) Z Z 2
2F0(—kI, A+ (n+ k)I; —; 1)(A), + /cHn(x7 Atk

By ( 6 ) and then equating the coefficients of " we obtain an expansion of the
Gegenbauer matrix polynomials as series of Hermite matrix polynomials in the
form :

Cil(w) = 2" (24" Z kIG5 02P0(—kI, A + (n — k)T; —31)

[n/2]
(A)p_kfn —2k(x, A).  (51)
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